
Traditional alignment methods (RLHF/SFT) are:

• Effective and achieve great performance in SoTA LLMs. 

• But resource-intensive and need extensive human annotations

We need more cost-efficient and high-performance methods:

• Self-alignment: aligning LLMs by themselves, less annotations

• Tuning-free alignment: inference-time alignment, no training cost
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Road Ahead with DRPO
• DRPO is capable of finding model specific weaknesses and can be 

utilized towards data efficient alignment. 

• Dynamic rewarding will be applied and studied on a wide variety 

of problems such as Judge Models, Agentic Systems, etc.

Goal: Design a tuning-free self-alignment method without relying 

on humans, with great generalizability across various LLMs.

However, self-alignment still requires tuning and some annotations; 

Tuning-free align. tends to be static, relying on fixed rewards/prompts 

DRPO: Tuning-free Self-alignment

Key innovations (check more details in the paper):

1. Inference-time optimization with Dynamic Rewarding (DR)

2. DR provides dynamic feedback for model-specific alignment

3. DRPO generalizes across LLMs with no training and annotations

1. Superior alignment performance when compared with various 

RLHF/tuning-free methods on just-eval-instruct benchmark

2. Alignment prompt transfer 

across various base models 
4. Ablation study showing the 

importance of both alignment 

prompt and ICL examples

3. Ablation study showing the 

power of dynamic rewarding

7. Categorized performance 

Mistral-7B of DRPO compared 

to RLHF

5. Alignment performance of 

Mistral-7B with varying number 

of ICL examples

Insights: DRPO identifies model-

specific alignment weaknesses:

1. It recognizes that model tends 

to overcomplicate things.

2. Provides actionable insights 

such storytelling etc. 


	Slide 1

